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Abstract

Crowdvoting offers companies the opportunity to get business innovation ideas evaluated by a large number of contributors (the crowd), as an alternative to the currently prevalent practice of involving experts. In this paper we investigate whether the evaluation of a large number of complex ideas by the crowd can be conformant with that of experts. The ideas used to compare these evaluations were generated in an experiment involving students, with eighty different business models featuring as complex ideas. The results of the evaluation by experts were compared with that of an online crowd involved via a crowding-voting-platform. Our results show that an anonymous online-crowd is not as adept as experts when it comes to evaluating complex ideas such as business models. In contrast with previous studies of crowd evaluations for simple aesthetic tasks, our study provides first evidence of the limitations of crowd evaluations, and warns against the substitutions of experts for the evaluation of more complex ideas.
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1 Introduction

‘Consider the following problem: You have a serious illness and want to find the best treatment to be healthy again. You employ an open mode and post your problem on the internet with the hope to get an advice. Due to this open call, you get 50 possible ideas, all looking interesting. Immediately, you face one major problem: how to evaluate the large number of ideas and identify the best idea without investing tremendous effort (visiting doctors and so on), especially in case you only have one shot at getting the right treatment’ (Pisano and Verganti, 2008, p. 79)?

With the development of Internet-based tools for crowdsourcing, companies increasingly involve external partners, such as their consumers, in their idea generation processes (Forbes, 2005). Crowdsourcing can support managerial decision making, problem solving, and opportunity exploiting (Chiu et al., 2014). Previous studies (e.g. Poetz and Schreier, 2012; Bayus, 2013; Huang et al., 2014) have shown that the crowd is able to generate valuable ideas and therefore can be used to support the idea generation process. However, a successful idea generation process might easily generate hundreds of ideas which a company needs to screen in order to identify those with the largest potential (Toubia and Flores, 2007). This leads to a situation whereby “firms simply [are] confronted with “too many” ideas and face the problem of not being able to filter and select the most promising ones, or only being able to do so with tremendous effort” (Poetz and Schreier, 2012).
Several research studies have highlighted idea evaluation as one of the most important stages in an innovation process (Cooper, 1988; Hammedi et al., 2011; Johe and Storey, 1998). Unsurprisingly, then, idea screening previously rested solely in the hands of experts (Mollick and Nanda, 2015). Experts are by definition characterized by their experience and, in contrast to non-experts, typically consider relevant issues such as feasibility and business potential when assessing an idea (Bayus, 2013). Moreover, an analysis of the practices in the academic literature for judging idea quality illustrates the superiority of assigning trained experts to this task (Girotra, Terwiesch and Ulrich, 2010).

However, this conventional approach to engaging experts to screen ideas entails several disadvantages: First, experts are often hard to locate and therefore cannot easily be involved (Galati, 2015). Second, there can be logistical challenges as experts are often much sought after persons with very limited time availability (Galati, 2015). Finally, the cost of expert evaluations is often high, and rises as the number of ideas needing to be evaluated increases (Di Gangi et al., 2010). Companies could currently easily involve the crowd to generate ideas, but they still face the major challenge of a potentially high resource allocation for the evaluation, as long as this process continues to be assigned to experts (Riedl et al., 2011).

One approach to solving this problem is to outsource idea evaluation to the crowd, via so-called crowdvoting (Toubia and Flores, 2007). Recent technological developments in IS have made it significantly easier for companies to directly involve a large number of anonymous contributors - the crowd - via crowdvoting-platforms, to evaluate even a large number of ideas (Mollick and Nanda, 2015). The idea of crowdvoting differs from other concepts of crowd involvement, such as crowdfunding where contributor give their money to support projects, by instead involving contributors to offer their time in return for receiving a relatively small amount of money. By offering a cheap alternative to companies’ in-house labour availability, crowdvoting-platforms can been seen as a promising approach to solving the problem of idea evaluation, especially when confronted with a large number of ideas (Howe, 2006).

Previous studies have investigated the general concept of evaluating ideas by a large number of contributors on specialized user platforms, for example, involving users of a company’s products or company’s employees who would have been preselected for the task. However, these approaches entail different obstacles, as customer involvement requires investment for setting up a dedicated online-forum. Additionally, it could also be expensive to engage a company’s in-house staff as the work time devoted to the evaluation task is then lost to normal tasks. An anonymous online crowdvoting-platform, however, is able to avoid such obstacles, as these platforms offer a large number of external contributors who are motivated to solve different types of tasks in exchange of a typically modest monetary reward.

Additionally, prior research mainly focuses on the evaluation of relatively simple ideas. Existing studies investigated, for example, the accuracy of the evaluation of a large number of ideas for the disposal of medical equipment (Onarheim and Christensen, 2012), household consumer products (Kornish and Ulrich, 2014) or T-Shirt designs (Piller and Walcher, 2006).

However, up to now, it has not been clear whether a real online crowdvoting-platform with an anonymous crowd can easily be used to assess a large number of complex ideas as a substitute for experts’ evaluations, at the same or a comparable level. Thus, we aim to shed light on this question as we investigate whether, for the evaluation of a large number of complex ideas, experts can be substituted with a real online crowd. These considerations lead us to the following research question:

**Is an evaluation made by a crowd on an anonymous online-crowd conformant with expert’s assessment for the evaluation of a large number of complex ideas?**

To address this research question, we use 80 business model ideas generated by students in a classroom experiment. Numerous scholars regard a business model as a key to companies’ performance (Demil & Lecocq, 2010; Ireland et al., 2001; Johnson et al., 2008; Sosna et al., 2010) which reinforces our choice for using business models as valid ideas for our experiment. In contrast with previous
studies, the evaluation of business model ideas differs from simple aesthetic tasks insofar as a larger number of components need to be evaluated, jointly, due to the degree of interdependencies between them. Therefore, the complexity of the evaluation of a business model with different components and strong interdependencies between these components represents a complex construct (Galati, 2015).

We first evaluate the ideas assessed by experts, then use a real-life online crowdsourcing-platform to evaluate the same business model ideas, and finally compare the results of experts’ assessments with the results of the crowd evaluation. With this experiment we make new contributions to research in two ways: (1) We contribute to an enhanced understanding of crowd evaluation compared to experts by investigating the conformance between crowd and experts’ assessments by using an anonymous crowd on an online crowdsourcing-platform. (2) We show whether crowd evaluation can be used to assess complex ideas such as business models. The organization of this paper is as follows: Section 2 presents the related literature on business model innovation and crowd evaluation. Section 3 describes the methods deployed in our experiment. Section 4 presents our results. Section 5 outlines the contribution of the paper and plans for the next steps for our research.

2 Related Literature

2.1 Business model innovation

In recent years, attention on business models has steadily increased in practice as well as in academic research, emanating from different disciplines such as innovation and technology management, strategy and information systems (Zott et al., 2011). As companies commercialize their innovative ideas and technologies through their business models (Zott et al., 2011), business models themselves need to be innovated to unlock the value potential of new technologies. For this reason, and because business model innovation is a key to companies’ performance, business models themselves represent a new topic for innovation (Mitchell and Coles, 2003) and increasing scholarly interest. Indeed, business model innovation is considered to be key to companies’ performance and a key driver for corporate transformation (Demil & Lecocq, 2010; Ireland, Hitt, Camp, & Sexton 2001; Johnson, Christensen, & Kagermann, 2008; Sosna, Trevinyo-Rodríguez, & Velamuri, 2010). Business model innovation, however, is not a routine activity but rather a creative process (Teece, 2010) which can be broken down into analysis, generation, evaluation and communication/implementation phases (Howard et al., 2008). The creative process of business model innovation can also be seen as a generic design process with different feedback loops between the different phases (Basadur et al., 2000). Within and between these different phases, both convergent and divergent thinking is a necessary skill to make this process work (Basadur et al., 2000).
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Figure 1. Phases of business model innovation process

The analysis phase mainly consists of steps such as problem finding and the recognition of a need for business model innovation and is therefore mainly undertaken by internal resources (Mitchell and Coles, 2004). Internet-based tools for crowdsourcing have previously mainly been used in the generation phase, especially by involving a large number of customers or user communities to generate a large number of ideas. Previous studies (e.g., Poetz and Schreier, 2012; Bayus, 2013; Huang et al., 2014) suggest that the crowd is able to generate valuable ideas and therefore can be used to support the idea generation phase. The potentially large numbers of ideas thus generated may, however, lead to a bottleneck in the evaluation phase, and companies face time and resource...
constraints, while mainly relying on evaluation undertaken by suitable experts (Riedl et al., 2011). Whilst the results of recent studies indicate that crowdvoting can be used for simple aesthetic issues to support the evaluation phase (Magnusson et al., 2014, Kornish and Ulrich, 2014), there has not been any study that examined whether crowdvoting can be used to support the evaluation phase for the screening of a complex idea such as a business model.

2.2 Crowd evaluation

Related literature was found that explored the concept of idea evaluation by a large number of independent judgements (Table 1). Previous research showed the conformance of idea evaluation between community selection, such as open innovation contest or design competitions and expert ratings in different contexts and focus areas. One field experiment showed conformance between a group of executives, on the one hand, and of employees, on the other, who were both given the task of screening the design for medical equipment. As could be expected, the more experienced employees showed a higher level of conformance than inexperienced employees (Onarheim and Christensen, 2012). In line with these results, the simulation of different algorithms for adaptive idea screening showed that a large number of consumers could be compared with the evaluation of a small number of experts when making binary holistic decisions such as whether something “is a good idea or not” (Toubia and Flores, 2007). These simulation results were also confirmed in a field experiment (Toubia and Flores, 2007). Another study analyzed the appropriateness of users screening ideas for future mobile phone services. The study compared technically naïve and skilled users with the ratings of experts. The results showed no conformance between the two user panels and the expert ratings when comparing their absolute score, however, in a relative comparison (ranking of ideas) both user panels were conformant with the professional experts (Magnusson et al., 2014). A comparison of funding success of theatre projects launched on a crowdfunding platform and ex post evaluation by experts showed significant agreement between funding success and expert ratings (Mollick and Nanda, 2015). Finally, a comparison of assessments from online consumer panellists and experts of 249 user-generated ideas for household consumer products showed that consumers turned out better at identifying a good idea than experts (Kornish and Ulrich, 2014). Related literature showed that different types of contributors, such as companies’ own employees or selected users/customers on an online forum, can assess a large number of relatively simple ideas as adequately as experts. Contrary to companies’ own employees or selected users/customers on an online forum, members of a crowd on a real online crowdvoting-platform do not have the same incentives, such as reputation or appreciation by the company involved (Onarheim and Christensen, 2012). Moreover, the evaluation of a business model cannot be split into bite-sized, independent chunks because the different parts of a business model, such as revenue streams, cost structure and costumer have to be considered in relation to each other (John and Kundisch, 2015).

Nevertheless, a comparison between the results of experts’ ratings with that of an anonymous crowd evaluation, using a real crowdvoting-platform, has not yet been undertaken as part of a research study. Our aim, therefore, is to investigate the ability of crowd evaluation for a large number of complex ideas, namely business model ideas.
Table 1. Studies on accuracy on large number of judgements in idea screening

<table>
<thead>
<tr>
<th>Article</th>
<th>Aim of study</th>
<th>Context of ideas</th>
<th>Judges</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mollick and Nanda (2015)</td>
<td>Examine whether funding decision of the crowd and experts evaluation agree</td>
<td>120 theater projects from a crowdfunding-platform</td>
<td>Crowd on a crowdfunding platform and experts for arts</td>
<td>Significant agreement between crowds’ funding decision and experts rating for theater projects</td>
</tr>
<tr>
<td>Onarheim and Christensen (2012)</td>
<td>Comparison of employees’ rating with executives’ rating</td>
<td>99 ideas for disposable medical equipment</td>
<td>Employees of the company and small team of executives</td>
<td>Employee voting significantly correlates with executives’ choices</td>
</tr>
<tr>
<td>Tuobia and Flores, (2007)</td>
<td>Analysis of an idea-screening algorithm and comparison with rating of members of an online panel</td>
<td>99 consumer-generated ideas on new cell phone features</td>
<td>195 members of crmmetrix’s online panel</td>
<td>Developed algorithm to show convergence pattern for the results observed in the field experiment</td>
</tr>
<tr>
<td>Magnusson, Wästlund and Netz (2014)</td>
<td>Investigation of conformance of users’ assessment and experts’ assessment</td>
<td>83 user generated ideas for telecommunication services</td>
<td>30 users (19 technically skilled; 11 technically naïve) and 4 experts</td>
<td>No conformance between users and experts on absolute scores, but conformance on relative comparison (ranking of ideas)</td>
</tr>
<tr>
<td>Kornish and Ulrich (2014)</td>
<td>Exploration whether online consumer panelists or experts can better identify a raw ideas’ potential</td>
<td>249 consumer generated ideas for household consumer products</td>
<td>Online consumer panelist and experts from an android user platform</td>
<td>Online consumer panels are a better way to determine a “good” idea than rating by experts</td>
</tr>
</tbody>
</table>

3 Study Method

3.1 Idea generation

The ideas used in the study were taken from previous research (John and Kundisch, 2015) as part of an experiment for business model idea generation. The aim was to generate a large number of business model ideas and involved 89 non-expert participants (students). From the perspective of creativity research, it is a well-accepted practice to employ student participants (e.g., Baer et al., 2010; Girotra et al., 2010). The idea generation experiment consisted of two parts: a training part in which each participant was given basic knowledge of business models and of the idea generation task. Students generated the ideas within the well-established framework of the Business Model Canvas (Osterwalder and Pigneur, 2010). In the second part of the experiment, participants generated business model ideas for the product perfume. This product was chosen for two reasons: First, perfume is an everyday product, which reduces the risk of prior knowledge being heterogeneously distributed among participants (John and Kundisch, 2015). Second, perfume is used as a ‘standalone product’, which steers creative thinking away from product innovation and towards business model innovation (John and Kundisch, 2015). Additionally, regarding the evaluation task, it is necessary to have at least a minimum of domain knowledge to be able to judge an idea; this is a relevant criterion especially for the crowds’ evaluation task (Galati, 2015). At the end of the idea generation task, each participant was

\(^1\) Further analyses that were not directly related to our investigation are not listed.
asked to select his or her favourite idea, and to answer task-related and background questions. In sum, participants generated 89 different business model ideas. After a first idea screening, two ideas were excluded as they had nothing to do with perfume and therefore were deemed not useful.

3.2 Expert rating

To determine the quality of the ideas, we recruited two experts - one from our university’s entrepreneurship center and the other, a senior in-house consultant, from a large corporation. Both experts were well-qualified to evaluate business model ideas in our experiment, their qualifications matching the qualifications reported in prior research (e.g., Baer et al., 2010; Scopelliti et al., 2013): the expert from the university regularly advises academic sponsors in terms of developing viable business models, and the corporate expert works as a consultant on corporate innovation projects. Before starting on the task, the experts were given the evaluation criteria and the rating scales to make sure that each had a comparable understanding of the task at hand (John and Kundisch, 2015). Both experts were asked to rate the creativity of each idea in terms of whether they deemed it to be novel and useful (similarly to Amabile, 1996; Baer et al., 2010), on a scale ranging from (1), “not at all”, to (7), “very creative” (John and Kundisch, 2015). The experts were instructed to disregard any language-related weaknesses they might notice in the business models.

3.3 Crowd rating

In this paper we propose a practical approach to investigating a crowd’s ability to evaluate ideas. Because the number of ideas generated by our students was large (87 ideas), it would be unreasonable to ask each member of the crowd to rate all ideas, not least because the evaluation was performed online in a non-controlled environment (Dahan and Hauser, 2001). Hence we first divided the ideas into eight blocks of ten ideas each. Because we needed eight equally sized blocks to compare the evaluations, we excluded seven randomly chosen ideas. We then randomly assigned each idea to one block and afterwards controlled whether the randomization worked by analysing descriptive statistics as well as the distribution of the experts’ rankings in each block. Descriptive analysis indicated that there were no differences between the blocks in terms of average idea quality, nor in the distribution of idea quality. To evaluate these eight blocks of ideas, we used a commercial crowdworking-platform, Crowdflower, which has millions of potential contributors worldwide. We designed eight jobs, one job for each block of ten distinct business model ideas (following Toubia and Flores, 2007). We formulated our instructions following Magnusson et al. (2014) and tested these instructions, the payment for the contributors and the design of the evaluation task, in nine pretests. Because all business ideas were formulated in German, we limited access to the jobs to German speaking contributors, mainly from Germany, Switzerland and Austria. Finally, we launched the eight evaluation jobs on the platform on two different days (four blocks on each day) to prevent the same user from rating all eight blocks in succession. The crowd evaluated each business model idea using the same seven-point scale as the experts. Before the contributors started on their evaluation, they were asked to answer a few demographical questions as well as questions on their prior knowledge of business models, retail and perfume. Every contributor earned 0.50€ for the evaluation of one block, which took less than an hour, on average. Every business model idea was evaluated by 20 different members of the crowd, so we received 1,600 different evaluations in total. The data analysis was carried out as follows: first we pre-screened the judgements of the crowd to identify any invalid judgements. Next we compared the descriptive statistics of both experts and crowd evaluation and analyzed the distribution of both ratings. Then we conducted non-parametric tests to analyze the extent to which the crowd’s judgements were aligned to those of the experts. Finally we compared the top five ideas of both ratings.
4 Results

Ideally, with the ultimate view of keeping down the cost of crowd evaluations, the results of crowd voting should not require any additional pre-screening. However, our pretests showed that there will always be some contributors in the crowd who do not adhere to task instructions and, instead, click through the task without giving the ideas due consideration. Therefore, we assessed the time needed to finish the task as well as the standard deviation of each contributor. We identified the crowd workers who clicked through the task too quickly for a proper evaluation on the basis of a standard deviation below 0.5 and an average process time of less than two minutes. As a result we had to exclude ten judgements distributed over all eight business model blocks. To compare the ratings of both the experts and the crowd, we used their respective averages ratings and median for each business model. In a first step, we compared the overall descriptive statistics (Table 2) of each evaluation, which showed no significant differences, except a higher standard deviation for the experts due to the fact that their average was formed out of a lower number of ratings.

<table>
<thead>
<tr>
<th></th>
<th>Experts</th>
<th>Crowd</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>4.331</td>
<td>4.584</td>
</tr>
<tr>
<td>Median</td>
<td>4.500</td>
<td>4.583</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>1.214</td>
<td>0.412</td>
</tr>
</tbody>
</table>

Table 2. Descriptive Statistics of experts and crowd rating

Next, we tested both distributions - for 80 average ratings from experts and 80 average ratings from the crowd – to see whether they were normally distributed. The Kolmogorov-Smirnov test showed that the experts’ ratings deviate significantly from normal (D(80) = 0.205, p < 0.01). Hence, we used non-parametric rank correlation tests to analyze a potential coherence between evaluation by experts and by the crowd. Because of the relatively large number of split ranks, we also considered Kendall’s tau in addition to Spearman’s rho. We calculated the values based on the average rating of each of the 80 ideas and, to reduce the influence of possible outliers, we considered the correlation based on the median rating. All values show only very little positive correlation between experts and crowd rating and non-significant p-values (Table 3).

<table>
<thead>
<tr>
<th></th>
<th>Average rating of ideas</th>
<th>Sig._Average (two-tailed)</th>
<th>Median rating of ideas</th>
<th>Sig._Median (two-tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spearman’s-Rho</td>
<td>.065</td>
<td>.566</td>
<td>.023</td>
<td>.838</td>
</tr>
<tr>
<td>Kendall’s-Tau</td>
<td>.053</td>
<td>.515</td>
<td>.021</td>
<td>.827</td>
</tr>
</tbody>
</table>

Table 3. Correlation coefficients for average and median rating from the crowd and the experts

Finally, we compared the relative ratings of experts and crowd evaluation because companies in real-life situations would only be interested in selecting the best from a large pool of ideas and would eliminate the least promising ones. Therefore, we compared the top five ideas identified by the experts with those identified by the crowd, based on average and median ratings. Experts’ ratings and crowd

---

2 Five of them even below one minute. The overall average time to solve the task was 4:32 minutes
evaluation only share one idea between them, within a comparison based on average ratings, and none based on medians.

5 Conclusion

In the context of the growing importance of crowd based decision making and the currently limited body of literature in the context of crowdvoting, we consider this field and investigate whether a crowd on a real online crowdvoting-platform can evaluate business model ideas as well as - or conformant with - experts. To the best of our knowledge, this research in progress is the first to investigate this question. Unlike previous studies that mainly investigated non-expert idea evaluations based on simple aesthetic judgements, our task differs in terms of the complexity of the ideas, in our case, a large number of business model ideas. Another key difference between previous studies, which mainly used companies’ own employees (Onarheim and Christensen, 2012) or selected online users from specified online forums with some investment in the idea to be evaluated (Magnusson et al., 2014), and our experiment is that our crowd is anonymous, and involved via a crowdvoting-platform. Considering different measures, we find first evidence that an anonymous crowd on a crowdvoting-platform cannot be used to evaluate business model ideas and therefore cannot be seen as a potential substitute for experts for the evaluation of complex ideas. The results show no correlation between the ratings by experts and by the crowd. Even a relative comparison of the top five ideas of both evaluations, which can be seen as a real-life procedure for companies to decide which ideas need to be considered in more detail, showed that the two groups only agreed on one of the five ideas as their top idea. Further research could include different aspects of crowds and task characteristics to gain more insights into the potential use of crowdvoting. This would make both a theoretical as well as a practical contribution. From a theoretical perspective, one could consider the reasons why a crowd is more adept at evaluating relatively simple aesthetic rather than complex tasks. Investigating different complexity levels based on the complexity dimensions of task design could add further insights on suitable task-levels for crowdvoting and explain potential limitations inherent in a crowd’s cognitive ability. From a practical perspective, task designs such as context framing, or the influence of splitting complex evaluation tasks into a greater number of simple tasks, could also be considered. To gain additional insights into the ability of a crowd to evaluate ideas, we will perform additional analyses. The aim is to investigate whether previous knowledge of business models or of the product itself could affect the ability to evaluate the business model ideas. Furthermore, we will analyze the influence of experience gained from evaluating one block of ideas as well as the aggregated experience across ideas, due to the fact that some members of the crowd assigned themselves to several tasks. Beyond this study we also plan to investigate additional evaluation mechanisms for idea evaluation. As we only used a holistic rating based on a seven-point scale, a pairwise comparison of ideas, for example, could help the crowd to identify the best and the worst out of a large pool of ideas.
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